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Abstract—We address the problem of collecting data in a
wireless sensor network, where network coding is used for data
transmission. The temporal correlation between the measure-
ments is exploited to recover the data at the receiver. For
this purpose, network encoding operations are considered in
conjunction with lossy source compression, performed by an
LDGM code set generated during transmission. The decoding
is carried out using the iterative doping algorithm based on the
sum product algorithm, on a graph which represents the LDGM
encoding equations. Consequently, we first study the design
tradeoffs of LDGM-based lossy source coding for significant
parameters, such as packet size reduction and distorsion. In
addition, we aim to show the prospective impact of the network
coding on a wireless sensors network. This involves identifying
how linear codes improve key performance criteria for networks
such as rate, delay, and convergence time. Our work was applied
to a real case study to highlight consistency and efficiency of our
proposed system.

Index Terms—Wireless Sensor Networks, Adhoc Networks,
Lossy Compression, Source and Network Coding, Low-density
generator matrix codes (LDGM), Random Linear Network Cod-
ing (RLNC), Differential pulse code modulation system (DPCM).

I. INTRODUCTION

In recent years the widespread availability of wireless com-
munication and handheld devices has stimulated research on
self-organizing networks that do not require a pre-established
infrastructure. These ad hoc networks, as they are commonly
called, consist of autonomous nodes that collaborate in order
to transport information. Due to their limited power supply,
energy consumption is a key issue in the design of protocols
and algorithms for WSNs. The energy consumption of radio
communication is directly proportional to the number of bits
of data, that is, data traffic, transmitted within the network [1].
Therefore, using compression to reduce the number of bits to
be transmitted has the potential to drastically reduce commu-
nication energy costs and so increase network lifetime. Two
categories of compression can be distinguished [2] according
to their uses, some compression algorithms are designed to
support exact reconstruction of the original data after decom-
pression (lossless)[3], in other cases, the reconstructed data
is only an approximation of the original (lossy), and contains

degradation. Our approach to lossy source coding is based on
the low density generator matrix (LDGM) codes.

The trend of communication systems is to promote mobility,
cooperation between users, and diffusion. Moreover, the delays
in routing data frames in communication networks are often
constrained. To address this problem, as well as others (flow,
reliability and energy consumption), researchers devised a
new approach to information transmission in communication
networks, their solution is based on linear combinations of
messages from different streams to approximate the theoretical
limits of bandwidth usage. Since then, this Network Coding
theory [4] has become a discipline in its own right.

II. THE PROPOSED SYSTEM

As shown in the figure 1, the proposed system is composed
of three principle blocks described in section II-A-II-C.
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Fig. 1: Structure of the proposed framework
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A. The Differential pulse code modulation (DPCM) system [2]

Since Linear source codes are known to achieve the entropy
rate of memoryless sources [5]. We used the DPCM system. It
is mainly a procedure of converting analog to digital signal in
which analog signal is sampled and then difference between
actual sample value and its predicted value (predicted value
is based on previous sample or samples) is quantized and
then encoded forming digital value. Thus DPCM code words
represent differences between samples. Figure 2 shows the
block diagrams for DPCM transmitter.
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Fig. 2: Differential Predictive Encoder

Where the used symbols have the following meaning:
• xn : Sampled values of input signal.
• dn : Prediction error, difference between actual and

predicted value dn = xn − pn.
• d̂n : Quantized prediction error, d̂n = Q[dn]
• pn : predicted value.
• x̂n : Reconstructed value of sampled signal

x̂n = d̂n + pn

The predicted value is formed using prediction factors
and previous samples, usually linear prediction is used, so
predicted value can be given as a weighed linear combination
of N previous samples using ai weighting factors :

pn =
N∑
i=1

aix̂n−i

.
We choose weighting factors in order to minimize the

prediction error, this leads us to minimization of quantization
noise (better signal-to-noise ratio).

B. The LDGM Encoder [6]

Given a Ber
(
1
2

)
source, any particular i.i.d. realization

s ∈ {0, 1}n is referred to as a source sequence. The goal is
to compress source sequences s by mapping them to shorter
binary vectors z(s) ∈ {0, 1}m, with length m where the
quantity R := m

n is the compression ratio. The source decoder
then maps the compressed sequence z to a reconstructed
source sequence ŝ. For a given pair (s, ŝ), the reconstruction
fidelity is measured by the Hamming distortion

dH(s, ŝ) :=
1

n

n∑
i=1

| si − ŝi |

The overall quality of our encoder-decoder pair is measured
by the average Hamming distortion D := E[dH(s, ŝ)]. As
illustrated in figure 3, the n source bits are lined up at the left
of the graph, and each check, in turn, is connected to (some
subset of) the m information bits at the right part of the graph.
Note that there is a one-to-one correspondence between source
bits and checks. We use s1, s2, ..., sn to refer to elements of C,
corresponding to a source bit. Conversely, we use z1, z2, ..., zm
to refer to information bits in the set V .
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Fig. 3: Graphical representation of an LDGM Code

C. The Network coding processor [7]

The last block component allows recipient nodes to exploit
overlapping paths in a multicast tree in order to increase
the use of network bandwidth. It lets the intermediate nodes
responsible for routing the messages to perform linear opera-
tions, so that this optimal throughput is attainable. We model
a network consisting of two point-to-point links in tandem as
shown in figure 4 below.

 

Node 1 Node 2 Node 3 

Fig. 4: A two link tandem network

We wish to establish a connection of rate arbitrary close
to R packets per unit time from node 1 to node 3. We
suppose further that random linear network coding is run for
a total time ∆, and that, in this time, a total of N packets
is received by node 2. we call these packets v1, v2, ..., vN .
Any packet u received by a node is a linear combination of
v1, v2, ..., vN , so we can write u =

∑N
n=1(βnvn) And since

vn is formed by a random linear combination of the message
packets ω1, ω2, ..., ωK , we have :

vn =

K∑
k=1

(αnkωk)

For n = 1, 2, , N .
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Fig. 5: Model of the structure

The coefficients are generated randomly at the time of
sending.

u =

K∑
k=1

 N∑
n=1

(βnαnk)

ωk

• K: Number of initial packets.
• N : The number of packets present in the node at the

transmission time.
• β: Coefficients of the linear combination established in

this node.
• α: Global encoding coefficients transmitted by the pre-

decessor node.
• u: The message to be sent.
Concerning the decoding phase, we applied the basic decod-

ing algorithm, described in [8]. This algorithm is a modified
version of the Gauss algorithm.

D. Description of the study case

The discussed system is applied to enhance the work of [9],
who presented a practical alternative for gathering temperature
data using an adhoc wireless sensors network, by minimizing
the bandwidth allocated for data transmission. [9] tested their
solution on different regions in North Morocco, the Ksar
Sghir example has been token subject to our application since
it contains the highest number of deployed sensors and the
biggest database. Figure 5 describes the network layout, each
disc represents a deployed node and the top disc represents
the base station. Each sensor collects 6 measurements of
temperature each minute, the Packet routing is done using
the Ad-hoc On-demand Distance Vector (AODV) protocol
[10] and the nodes are interconnected, due to overlapping
transmission range.

III. SIMULATION RESULTS

The database is formed by measurement of 6 sensors, each
sensor collects a temperature value every 10 seconds, the
measured values of all the sensors vary between 15◦C and
45◦C, this is converted to a uniformly quantized interval of
−5◦C to 5◦C after being processed by the DPCM, which

significantly reduces the number of bits required to encode
the information. We used an order one predictor at the DPCM
system, since the mean squared error of its predictive values
remains constant. A bit stream of 900 bits containing 15
minutes of data is then established and subjected to LDGM
compression. In order to determine the compression ratio to
be applied for each sensor, the entropy of the different nodes
is calculated. Figure 6 presents the entropy for each node of
our network.
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Fig. 6: Entropy value for each sensor

Based on the above results we simulated data transfer
using 0.8 and 0.85 as compression ratio. We performed lossy
compression using LDGM codes, more precisely a systematic
sparse generator matrix, we reconstructed the data using the
doping algorithm described on Caire paper [11]. This latter
is based on a belief propagation algorithm, it combines a
message passing approach with iterative doping of the most
significant bits. In our system we used a 50% compression
ratio in addition to 30% or 35% doped bits. The mean error
for all sensors varies between 0.3◦C and 0.5◦C. Figures 7-9
compares the reconstructed data and the input data for different
samples.

Fig. 7: Input data Vs Reconstructed data for sensor
Bare-Soil2, Mean Error=0.49◦C

All the sensors divide their data into 20 packets then inject
them into the network at the same instant of time, each node
transmits a linear combination of the received packets along
with its own packets, and the decoding is established when
there is enough data to reconstruct the initial packets. The
decoding curve for all sensors is presented in figure 10.

The system´ s initial performances reveal a delay of 0.6
seconds, and a 33% rate loss of packets transfer. The im-
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Fig. 8: Input data Vs Reconstructed data for sensor Gravels,
Mean Error=0.33◦C

Fig. 9: Input data Vs Reconstructed data for sensor Water,
Mean Error=0.30◦C

Fig. 10: The decoding curve evolution

plementation of the compression and network coding insured
a smaller delay comparing to the classic multi-hop packet
routing and clearly a bandwidth alleviation. The obtained
results showed significant performance in comparison with
some existing compression algorithms [12] and [13], however
more enhancement are to be done in order to achieve results
which draws near to Shannon bound.

IV. CONCLUSION

At the source, data compression using predictive encoding
and LDGM codes allowed us to optimize the number of bits
to be sent on the channel, thus optimizing the bandwidth. The
results show that with a compression ratio of 68% over the
global framework structure, it is possible to reconstruct the
initial data with an average distortion of 0.16. This latter can
be translated to [0.3◦ 0.49◦]C in the temperature measurement.

While the network coding allowed us to optimize the
necessary processing time to route packets from all the nodes
to the sink, along with preventing errors in data transfers.
Extensions to more developed scenarios are possible in the
context of the distributed source coding and advanced relay
techniques applied to the system. A channel coding study will
be conducted as well in order to enhance the network coding
contribution in minimizing the packet loss rate.
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