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ABSTRACT 

The public opinion is a major factor in the political and 
economic decisions of all government. In fact, a respectful 
politician cannot ignore public opinion on making of any 
actions. However public opinion can be defined as a study 
of opinions, appreciations, and attitudes of individuals 
towards a particular subject. The arrival of web 2.0 over 
the last decade has changed the habits of the world. All 
people are now expresses its ideas and beliefs on the net 
through articles and comments. We are talking about 
public opinion on the Internet. Each website contains an 
enormous volume of texts representing public opinion. 
Getting this information requires automated extraction 
and analysis systems of those texts, we call this Text 
Mining. Over the past decade, a large amount research has 
been done to address this issue, hence the purpose of this 
work which represents a survey on the different Text 
Mining approaches and algorithms.. 
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1 INTRODUCTION 

Public Opinion refers to the opinion that is the most 
popular in community. It has changed form in last decade. 
People express their beliefs more and more on the internet 
by articles and comments on blogs and social networks. So 
to get public opinion from the internet, exactly from all 
texts written by people, we must analyze each text to 
determine the opinion orientation expressed: positive, 
negative or even neutral orientation. These processes are 
named Text mining. After that we can recover the global 
public opinion, which will be the sum of all discovered 
opinions orientations. 

Basically, Text mining consists of three major steps: 

 Text preprocessing: transform text into an 
intermediate form making easiest the analysis 

 Text Analysis: extraction of knowledge from 
an analysis process. 

 Results presentation 

 This work is carried out to make a survey of the main 
algorithms used by Text Mining process in the perspective 
to get public opinion from text published on the internet. 

This article is organized in different sections. Section 2 
details the general context of our work and give some 
important definitions, Section 3 and 4 introduce a 
categorization of the main algorithms used on Text 
Mining, Section 5 present a review of algorithms used in 
"Public Opinion Knowledge (POK)" platform. Finally, a 
conclusion and future works will be presented in Section6. 

2 Context general: main definitions 

2.1  Opinion definition 

An opinion can be expressed about a person, an object, 
an action or even a topic of discussion. Basically, an 
opinion may concern everything. We speak of the target 
of opinion. We can formal the following definitions [1]: 

  
Definition 1: The target of the opinion is called Entity 

(e), and it can be a material like a product, a book, a 
person, or even abstract as a service or a subject. So an 
entity is defined as a pair: 

        (1) 

Where: 
 T is a set of components and sub-components. It's 

important to notice that T can be also seen as an 
entity, and be defined as T = (T, W). 

 W is a set of attributes of e. 
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In fact, this definition is a hierarchical one, which can be 
illustrated by the Fig. 1. 

Figure 1: The hierarchical definition of entity 

Definition 2: An opinion can be either general when it is 
expressed on the whole entity itself or regular when it 
concerns a part of the entity, such as attribute, a 
component or a sub-component. So an opinion is defined 
as a quintuple: 

               (2) 

Where: 
 e is the name of entity,  
 a is an aspect of e, which can be the whole entity, 

an attribute or even a component or 
subcomponent 

 oo is the orientation of the opinion about a. this 
orientation can be positive, negative or neutral. 
And also can be expressed with different strength 
levels. 

 h is the opinion holder 
 t is the time when the opinion is expressed by h  

2.2 Opinion public from the web 

With the emergence of Web 2.0, the public opinion has 
been changed. We introduce this general definition: 

 
Definition 3: The public opinion [2, 3, 4] refers to the 

opinion, positive or negative, that is the most popular. 
This opinion can be now an article on blogs, a comment 
on social networks, etc. Briefly any text content on the 
Web represents an opinion, and the whole consist the 
public opinion. 

 
So the public opinion about an entity e can be formed 

as following. 
 

Definition 4: in case of notation of opinion orientation 
with positive, negative or neutral, we can define the 
public opinion at time t by the following equation:  

           

  

   

  

   

 (3) 

Where: 
 “nh is the number of holder that gives an 

opinion of an aspect of the entity e. 
 “na” is the number of aspect of the entity e. 
 “ooij” the orientation of opinion. It takes three 

values (0 if opinion is neutral, 1 if positive and 
-1 if negative) 

 “poet” it the public opinion about entity e at 
time t. If poet is upper than 0 then the positive 
opinion is the dominate, if it’s lower than 0 
then it’s the negative opinion which 
dominates and if it equals to 0 then the public 
opinion is neutral about entity e. 

 
In next chapter we will focus on a survey of 

approaches, methods and algorithms for analyzing a 
single text to retrieve an opinion orientation (oo). 

3 Text Mining algorithms categorization 

Text mining [5, 6] is a process of knowledge discovery 
from a text. In this Chapter we will focused on the core 
mining operations analysis that consist on pattern 
discovery, trend analysis and incremental knowledge 
discovery algorithms. So we will give a categorization of 
the main used algorithms. Various types of Categorization 
are possible, which depends on the main criterions of 
comparison between algorithms. Fig. 2 presents a 
summary of all algorithms categorization.  

 

Figure 2: Mapping of categorizations of data analysis 
algorithms 
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3.1 Supervised and unsupervised algorithms 

This Categorization is based on how modeling the 
output and input data [7, 8]. 

1)  Unsupervised algorithms 
In "unsupervised" algorithms, the output conditions are 

not defined or represented in the dataset. The goal of such 
kind of algorithms is to uncover data patterns in the set of 
input fields. 

2) Supervised algorithms 
This categorization of algorithms use data in advance 

known class to which the data belong, and then constructs 
models. So they can use those constructed model to 
predict to which class and models the unknown data 
belong. 

3.2 Categorization according to knowledge 
discovered 

Text mining tasks can be classified into two categories: 
descriptive and predictive. This is can be done depending 
on the goal of exploration tasks [9]. 

1) Descriptive algorithms 
A descriptive model, as his name said, allows to study 

important and various aspects of the data. 
 
2) Predictive algorithms 
The goal of a predictive model is to predict an 

unknown value, often in future, from exploration task of 
data. 

3.3 Categorization according to technique used by 
mining analysis 

This classification is according to used technique of the 
data analysis approach [10]. 

1) Machine Learning Approach  
The Machine Learning Approach is an advanced 

technique that can be described as a two-step procedure; 
Step1: learn the model from a corpus of data to be 

processed, either via supervised or unsupervised 
algorithms, and then enrich the basis of previously known 
models 

Step2: classify the new data in the built model 
 
2) Dictionary Approach 
An algorithm based on a dictionary approach means 

that during the analysis of the text, words will be 
translated as a standard dictionary - word by word, 
usually without any correlation aspect between words. 

 
3) Statistical Approach 
Statistics is a part of text mining that provides analysis 

techniques to process large amounts of data which is 
interested in probabilistic models [11, 12]. 

 
4) Semantic Approach 

Using a semantic [13] approach in text mining is very 
benefit in different ways, such as handling incomplete or 
erroneous text. The semantic algorithms study and 
observe the mechanisms proper to the construction of the 
meaning of the text, what we speak, what we want to say 
by words. 

3.4 Categorization according to the type of data 
source 

The data have now become enormous and diversified 
in a considerable way. A Categorization is then carried 
out according to the type of data processed in the data 
mining and text mining algorithms: Audio / video, text 
format. 

4 Survey of the main Text Mining Algorithms 

Text mining [14, 15] involves three major steps: 
1/ Preprocessing of text to make storage of 

intermediate representation can make possible and 
simplify the next step. 

2/ Analyzing these intermediate representations to 
extract knowledge 

3/   Visualization of the results. 
The categorization of Text Mining depends on the 

choice of algorithm and approach used of each steps. A 
part of our work consists to propose a map of the main 
used algorithms. so depending on the context of Text 
Mining we can used this map and choose the appropriate 
algorithms (In the extended version of this article we 
carry out a comparison of those main algorithms). 

The Table. 1 represents our categorization of the main 
algorithms of Text Mining based on items of the Section 3. 

5   POK platform: Review of used Algorithm 

POK [41, 42], abbreviation of "Public Opinion 
Knowledge", it's a Big Data [43] platform to get the public 
opinion orientation about any subject from text content 
extracted from the web. The Fig. 3 illustrate the aim of 
POK Platform using Goal Question Metric (GQM) 
approach[44, 45].  

Figure 3: Illustration using a GQM approach of the Problematic 
of discovering public opinion from text extracted from the web 
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In this article we focus our discussion about Question 
3; to be specific “what technique to be used to discover 
public opinion by analyzing a text?” it's clearly a matter of 
Text Mining, and the metrics 5 and 6 which are 
respectively efficiency and veracity. In fact, POK platform 
use a supervised algorithm to extract a known model data 
as article and comment from pages on the web, then it us 
a Natural Language Processing [46] to classify the text on 
an intermediate forms and finally it’ use a dictionary 
approach to discover opinion orientation from the text. 
All those algorithms are implemented in a The Big Data 
platform Hadoop by implementing a distributed system 
based on a MapReduce technique. This POK’s Text Mining 
approach is very difficult and has limits. 

In one hand, a shallow of NLP techniques due to text 
word-level and Syntactic ambiguity of texts, the anaphora 
resolution and presupposition. Also the incapability to 
understand the context which is necessary to correctly 
interpret and understand any text [47]. On the other hand, 
whatever the relevance of the dictionary used in text 
mining algorithms, it will always be impossible to 
assemble all the words of the target language, especially 
due to various possible orthographic forms generated by 
the use of Tchat language or/and by the use of 
abbreviations to not exceed the limit of text characters on 
the web. 
 

 

 
This will lead us to our future work. We plan to 

implement a new algorithm within the POK platform, 
which combines between a different technique:  Semantic 
Natural Language for preprocessing [48] data, and 
machine learning dictionary [49] for text analysis. Then 
we will carry out a comparison study of the future results 
and the results of the current version of POK Platform. 

6 CONCLUSIONS 

In this paper we presented the general context and 
problematic of getting public opinion from text on the 
web with a focus on the core of text mining. We also 
provided detailed categorization and survey of the main 
exiting techniques and algorithms. So, in the second part 
we have discussed the text mining technique used in POK 
platform depending on categorization seen in the first 
part, as well as their limitations, which have lead us to our 
next work. It’s consisting on the implementation of a new 
algorithm which combines different technique as 
semantic, machine learning and dictionary. And carry out 
a comparison study of the two results. 
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